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LST1 – The first Large Size Telescope
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Provenance requirements
CTA General Requirement
A-USER-0110 The CTA Observatory must ensure that data processing is traceable and reproducible

Specific Requirements
Observatory
• Keep the traceability of the data products
• Data quality and reliability checks
• Reproduce or reprocess the data
• Debug a pipeline

Astronomer
• Provide more information to the final user 
• Refine final results based on analysis of the provenance info



CTA software candidates

Python framework for prototyping the low-level data processing
algorithms for the Cherenkov Telescope Array.
https://github.com/cta-observatory/ctapipe

Python tool prototype for the Cherenkov Telescope Array Science Tools. 
Software for end-users to analyse, model and fit science-ready data. 
https://gammapy.org

Python pipeline for the On-site Analysis of low-level data observations 
from the LST1 curated and developed by GAE-UCM
https://contrera.gitlab.io/lstosa

lstchain
Python library for the processing of low-level data observations
from the LST1 curated and developed by the LST Collaboration
https://github.com/cta-observatory/cta-lstchain

work-in-progress
software

https://github.com/cta-observatory/ctapipe
https://gammapy.org/
https://www.gae.ucm.es/
https://contrera.gitlab.io/lstosa
https://github.com/cta-observatory/cta-lstchain


- DL0 is actually decomposed in two levels R0 and R1
- pulse charges integration in time windows and waveform corrections
- no official DL0 data format yet

- DL0 -> DL1 is renamed to R0 -> DL1
- photon count and timing calibration with cleaning levels
- geometrical parametrization of events
- muon analysis and data quality checks

- DL1 -> DL2
- low count gamma and very high background (gammaness cut)
- direction/energy reconstruction via ML Random Forest algorithms with Montecarlo simulations

- DL2 -> DL3 process work-in-progress

DL0 RAW Digital signal from acquisition hardware ~ 10 GB

DL1 CALIBRATED Real photons and times measured in each telescope ~ 10 GB

DL2 RECONSTRUCTED Inferred direction, energy, gammaness for each event ~ GB

DL3 REDUCED Selected events list and instrumental response ~ 10 MB

DL4 SCIENCE Spectra, sky-maps, light-curves ~ 10
2

KB

DL5 ARCHIVE Legacy observatory data (catalogs, surveys,..)

Data Products in Cherenkov Imaging and Analysis

rough file size numbers per observation in LST 1
multiply by 102 observations to have an estimated total volume per per year

protozfits/hdf5
json/text

hdf5
json/text

hdf5
json/text and sav

fits
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How? 
• Using standard Python logging mechanism and a provenance model defined in a YAML file
• Non-intrusive implementation with function/class decoration in existing code
• Python logging configuration is set in an independent configuration file
Which info?
• Used and generated datasets, as well as input params and variables in decorated functions are well 

known and can be mapped and described in a provenance model file following W3C/IVOA Prov syntax
What do we get?
• Post-processed text log files as merged/filtered logs of W3C/IVOA Prov syntax info
• W3C provenance JSON files and PDF graphs as final provenance products

LST On-site Analysis pipeline

Provenance capture

A collection of daily scheduled scripts that are run in parallel in a grid environment



• Provenance capture code is in an independent package/folder
• Execution environment is captured and stored as a session provenance entity 
• Post-processing/merging of provenance logs may produce different levels of granularity

A run is composed of a list of sub-runs 
An observation is composed of a list of runs
A processed dataset is at a processing level

• Most of the info is hidden in small configuration files that are compared with hash-content 
algorithm and copied for reproducibility purposes

• Montecarlo simulated training datasets are not copied but referenced
• Dry execution mechanism allows provenance capture and merging avoiding data processing 

LST On-site Analysis pipeline
A collection of daily scheduled scripts that are run in parallel in a grid environment

Detailed considerations

sub-run wise at different processing levels

provlog package could be used instead
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prov.log



https://openprovenance.org/store/documents/3198
data processing provenance graph

provenance productsjson serialization

https://openprovenance.org/store/documents/3198


• Continuous update and addition of captured info – flexible model and implementation
• Configuration values may be stored as metadata attached to datasets (fits headers/hdf5 attributes)
• Capturing relationships among activities and entities (datasets) needs a provenance model
• Improvement of capture mechanism for execution environment/grid nodes configuration is needed
• Post-processing of captured provenance info may be needed to filter raw provenance

according to specific needs and/or to artificially produce different levels of granularity
• Independent capture from different dependent software packages is possible/desirable

LSTOSA requires lstchain
lstchain requires ctapipe

gammapy used independently for analysis

• Structured logging in text files may be a solution for small session provenance storage (gammapy)
• Considering storing provenance in a RDBMS or better in a noSQL database (i.e. mongo + json)
• Development of a provenance query mechanism for detailed analysis and inspection is needed

…considering using url query params to produce on-the-fly SVG graphs with access-links in a browser 

Lessons learnt


